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Thank you so much to the panel organizers Mark Leggott and Jeff Moon for organizing this session, and to my fellow panelists for their contributions. As a Canadian educated exclusively in the Canadian context, including through SSHRC-funded PhD, I am thrilled to have the opportunity to engage with Tri-Society stakeholders about the applied social science research I’ve done on voluntary data sharing, including the concept of data communities.



What makes 
research data 
sharing successful?
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As open science (and open research) movement grows, there is increasing interest from governments and other funders to encourage researchers to share their data. But, we are still very much at the beginning of determining how to calibrate policy, infrastructure, and researcher behavior, to maximize the potential of data sharing for scholarship. 



The Data Sharing Landscape

Institution Driven
Institutional repositories and 
data support services are 
increasingly available to 
researchers through their 
institution.

Collaborative groups are 
working to share curation 
expertise and make data sets 
discoverable across 
institutions. 

Compliance Driven
Funders and publishers 
require researchers to deposit 
datasets when their articles are 
published. 

Generalist repositories are 
targeting this type of data 
sharing. 

Community Driven
Researchers form communities 
around the sharing and reuse 
of certain types of data. 

Community-centric sharing 
usually takes place via 
domain repositories.
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These models represent different views on how researchers can be encouraged (or coerced) to deposit and share their data, including the levels of infrastructure and services that can best support them. Proponents of each model have tended to work in silos, but to be successful, data sharing proponents must work together to coordinate and leverage the strengths of all three models.Institution DrivenIt is important to acknowledge that many universities are beginning to invest in growing and centralizing data support services. A major challenge with this strategy is identifying and building expertise among staff. One solution has been to pool resources across institution, and a noteworthy example of that is the Data Curation Network.Another solution is to work with third parties that provide “train the trainer” type supports for staff, such as the Carpentries.Compliance DrivenWhile funders are often repsository-agnostic, simply requiring a larger proportion of researchers to share data who come from fields where data sharing is still at a stage of relative immaturity has led to a demand for generalist repositories.Examples of generalist repositories include Figshare, Zenodo, and Dryad.Generalist repositories represent an important business opportunity for publishers. Community DrivenThis is the oldest and most organic form of data sharing.Funding and infrastructure may come from a variety of sources, but at its core the drive to share has come from the research communities themselves.Some examples: The Cambridge Structural Database (a database of virtually all published crystal structures w/ origins back to 1960s), FlyBase (one of a number of genetic sequencing databases specific to different model organisms – in addition to larger multi-organism sequencing databases like GenBank)�



● Agriculture (2017)
● Art History (2013)
● Asian Studies (2018)
● Business (2019)
● Big Data (2021)
● Chemistry (2014)
● Civil & Environmental 

Engineering (2018)

Our Research and Teaching Support 
Services program examines scholarly 
practices using a unique collaborative, 
qualitative methodology.

●History (2012)
● Indigenous Studies (2019)
● Language and Literature (2020)
● Public Health (2017)
● Primary Sources (2020)
● Religious Studies (2017)
● Teaching with data in the social 

sciences (2021)
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What makes research data sharing successful is a question that we’ve been exploring for over ten years at Ithaka S+R through our researc and teaching support services program, where we’ve done a series a large-scale projects on how scholars information practices and needs vary by discipline.We have two reports that will be published next year specifically on data practices, but the issue of data sharing has also been touched on in nearly every study we’ve done on different disciplinary practices. More on those projects here: https://sr.ithaka.org/blog/announcing-two-new-sr-projects-on-supporting-data-work/



By the numbers
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2000+
Scholars interviewed about their 
information practices and research 
support needs

550 
Librarians we’ve collaborated with 
to conduct the interviews for the 
research

145
Institutions in the U.S. and 
Canada we’ve partnered with to 
conduct the research
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To give you a sense of the scale of our program, we’ve done thousands of interviews with scholars in a variety of fields about their information practices.We do this work in collaboration with librarians, who we train to do the interviews on behalf of their institutions. Libraries of course have a vested interest in supporting how scholars do their research, which makes them the best possible partners for doing this work at scale. This large evidence collection effort also puts us in the unique position to be able to do meta-analysis, and a major issue we’ve been tracking through our program is what makes research data sharing successful from the vantage of the researcher?



Data sharing success stories

Genetics

• GenBank 
(NCBI)

• Species-
specific 
databases such 
as FlyBase

• Viral genomic 
sequencing via 
GISAID

Neuroimaging

• Neuroimaging 
Tools and 
Resources 
Clearinghouse

• OpenNeuro

• Donders 
Repository
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Our research uncovered a number of data sharing success stories, which genetics being an obvious standout.GenBank is a big, multi-species database, but “model organisms” have their own communities. Viral genomic sequencing has come into spotlight during COVID-19.Neuroimaging is another example, not as developed as genetics. But a number of overlapping data sharing initiatives, each of which is seeing moderate use – they have evolved over time (ex. OpenNeuro used to be OpenFMRI, was rebranded)



COVID-19 
data 
community
Influenza Virus 
Genetics

GISAID (Global Initiative on 
Sharing All Influenza Data) is an 
interdisciplinary organization 
supporting a repository of genetic 
data and related projects
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It’s especially important to foster data communities because they can have wide-ranging impacts, the importance of which has been abundantly clear in the COVID-19 era. A great example of this is GISAID, which facilitates the sharing of virus genetics.Gisaid is a platform for sharing genomic data “tailor made by influenza scientists” as a response to uncoordinated research response to the the 2006 H1N1 bird flu Epidemic. It is considered an essential mechanism for sharing influenza genetic sequence and metadata by the interdisciplinary influenza research community, which includes public health and animal health scientists, along with governments around the world.Needed to provide a sharing mechanism that sets forth a scientific etiquette for the public access and use of influenza data in a verifiable and transparent mannerVs public domain archives: where access and use of data takes place anonymously, neither offered any protection of the owners' intellectual property rights to the data, or any other valuable incentive to incentivize the sharing of datathe hesitancy by affected countries to share their information through traditional public domain archives such as EMBL, DDBJ and GenBank.  It involves public-private-partnership between the Initiative's administrative (a registered non-profit association) and governments of the Federal Republic of Germany, the official host of the GISAID platform and EpiFlu™ database, Singapore and the United States of America, with support from private and corporate philanthropy. 



Data 
communities

A data community is a fluid 
and informal network of 
researchers who share and use 
a certain type of data.

Most (but not all) data 
communities are facilitated through 
a website incorporating an online 
repository.

A data community is not the same 
as a discipline.
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In trying to describe these, the concept of a data community emerged.



Thinking in terms of 
data communities can 
support sharing 
across institutional 
boundaries, mirroring 
how scholars do their 
work.



Characteristics 
of successful 
data 
communities

• Bottom-up development

• Community norms

• Absence or mitigation of 
technical barriers
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We also identified some common characteristics of successful data communities:1. Bottom-up development means the opposite of “build it and they will come.” Instead of starting with a fully developed infrastructure and hoping to attract researchers, these projects started with small groups of researchers who developed better infrastructure and grew gradually, often with the help of information professionals.For example, GISAID started 18 months after the call published in Nature by 77 influential scientists following H1NI w/as an expression of intent to foster international sharing of all influenza virus data and to publish results collaboratively2. Community norms refers to enforcement of data sharing within the community. Some successful data communities like CSD do have journal data sharing requirements, but these were put in place at a time when they reinforced growing community norms. Researchers ultimately share data with one another because they are convinced of its reuse value and it’s the “done thing” in their community. Journal requirements without this foundation of community norms encounter resistance.For example, GISAID was build with the recognition that the community needed a sharing mechanism that was better than pre-existing public domain archives, where access and use of data was taking place anonymously; the platform enables sharing while still protecting intellectual property rights to the data, or any other valuable incentive to incentivize the sharing of data (a “scientific etiquette”, which also helped w/the hesitancy by affected countries to share their information through traditional public domain archives such as EMBL, DDBJ and GenBank)3. Absence or mitigation of technical barriers. A lot of the data sharing success stories are in fields where the data, by its nature, is easier to share and reuse in a standardized, large scale way. There can also be success in sharing data that is more difficult to reuse, but it takes a lot more concerted work at mitigating barriers like metadata, format, privacy, etc. GISAID is one of those fields. 



The data 
community 
circle of life

COVID-19 has shown that new data 
communities can emerge and grow 
extremely quickly to meet urgent needs.

Data communities also die, due to lost 
funding or organizational support, 
personnel changes, or simply changes in 
community need.
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Because data communities are based on scientists perceiving the usefulness of sharing & reusing data…New data communities: can emerge very quickly to meet urgent needs (though it will be messy)Data communities die all the time (never catch on, overlap with another community infrastructure, NIH funding runs out, PI moves institutions – also technologies and research problems change)It’s not necessarily a bad thing for a community to die, or for data to be systematically deaccessioned. Different types of data lose their usefulness (or were never very useful to begin with)



Implications 
for data 
sharing 
support

• “Build it and they will come” 
approaches generally don’t result 
in data communities

• Top-down mandates generally 
don’t result in data communities

• Institutional and generalist 
repositories can provide 
infrastructure and curation 
support

• Librarians with institutional 
support remits have the challenge 
of supporting cross-institutional
data communities



An emergent data community 
is a group of scholars who are 
enthusiastic about sharing 
and reusing a certain type of 
data but haven’t yet fully 
established the necessary 
processes and infrastructure.



The data community growth process

Step 1 
Interested 
researchers

Step 2 Processes 
and infrastructure

Step 3 
Community 
growth

Step 4
Long-term 
sustainability

Emergent data community

Established data community
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A key question for those interested in scaling data sharing is how to nurture an interest in data sharing into a mature data sharing community.The working hypothesis of many governments and funders and that this can be fostered through effective policy and infrastructure. 



What data 
communities 
need

• Help building or identifying 
existing repository infrastructure

• Technical and policy advice on 
metadata, vocabularies, 
preservation, privacy, etc.

• Guidance and advocacy for 
achieving organizational and 
financial sustainability

• Help getting the word out to 
researchers who might be 
interested in getting involved
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Based on our research of successful data sharing communities, we have identified the key supports needed to foster data sharing communities.As this list reflects, there are roles to play for funders, institutions, and those who provide research support services (e.g. librarians, IT professionals), to help researchers scale their data sharing activities. 



What’s next for Ithaka S+R?

Pilot
Data Service Assessment Tool
Building on 2020 census of data services at U.S. institutions, we are piloting data 
services assessment tool to help universities evaluate and design effective data 
supports for researchers including those in data communities. We welcome 
expressions of interest.

Convening
Leveraging Data Communities to Advance Open Science
In collaboration with the Data Curation Network, an NSF-funded project that will 
bring together scientists and information technology professionals for focused 
discussions about initiating and sustaining data communities.
.
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In the U.S., a cornerstone of the government data sharing policy is that it foster voluntary sharing by researchers. In support of the NSF’s priority to develop its public access repository to foster voluntary data sharing, we are bringing together researchers from emergent data communities across the U.S. to work with data curation experts to identify opportunities to support their activities. More here: https://sr.ithaka.org/blog/leveraging-data-communities-to-advance-open-science/



Further Reading
Issue Brief
Data Communities: A New Model for Supporting STEM Data Sharing

Blog Posts
Emergent Data Community Spotlight Series

Research Report
Research Data Services in US Higher Education
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Data Communities issue brief here: https://sr.ithaka.org/publications/data-communities/Research Data services in US Higher Education here: https://sr.ithaka.org/publications/research-data-services-in-us-higher-educationBlog post series on emergent data communities here: https://sr.ithaka.org/blog/emergent-data-community-spotlight-openmod/



Danielle Cooper
Manager, Collaborations and Research
@dm_cooper
danielle.cooper@ithaka.org

Thank you
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