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Thank you for having me today.For those who don’t know me, my name is Karen Payne and I’m the Associate Director for international technology for the World Data System. I’m also having camera issues - my poor laptop has done its dash through covid - my apologies.  It’s a pleasure to speak with you today about data deposit.

https://portagenetwork.ca/event/putting-the-tri-agency-policy-into-practice-workshops/
https://portagenetwork.ca/event/putting-the-tri-agency-policy-into-practice-workshops/


I acknowledge with respect the lək̓ʷəŋən 
peoples on whose traditional territory I live 
and work, and the Songhees, Esquimalt and 
W̱SÁNEĆ peoples whose historical 
relationships with the land continue to this 
day.
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Before I begin, I want to let you know that I’m speaking to you today from Victoria and would like acknowledge with respect the lək̓ʷəŋən peoples on whose traditional territory I stand and the Songhees, Esquimalt and W̱SÁNEĆ peoples whose historical relationships with the land continue to this day.
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178 regular members82 associate members27 partner members11 network membersThe World Data System is an operational arm of the International Science Council, the ISC is one of the world's oldest nonprofits based in Paris that promotes science for the public good. The World Data System is a component of the ISC that consists consortium of nearly 300 data distribution centers and related entities around the world, all of whom manage and distribute data in a wide range of domains.  I can’t say all, but the majority of WDS data centers are CTS which gives researchers confidence in their professional capabilities.  My intent during this presentation is to discuss some elements of tri council policy on data deposit, drawing on some of the initiatives found inside and outside of our member repositories as I do so. 



Tri-Agency Research Data Management Policy

Institutional strategies should address “providing, or 
supporting access to, repository services or other platforms 
that securely preserve, curate and provide appropriate 
access to research data;”

“Grant recipients are required to deposit into a digital 
repository all digital research data, metadata and code that 
directly support the research conclusions in journal 
publications and pre-prints that arise from agency-supported 
research.”
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The tri-council policy on data deposit is well rooted in the FAIR principles, and has some very broad reaching statements. In particular, issues surrounding data security, data preservation, data curation, and data access are all very complex topics in and of themselves; similarly the requirement of what is deposited: data, metadata and code, adds an additional management layer that traditionally hasn’t been under the purview of data repository managers that now will have to be addressed. These deceptively simple sentences contain a multitude of issues when we actually try to create implementation solutions. 



Curation
Done in stages, 
can be 
distributed

World Data Center for Climate at 
DKRZ (Germany) >1.5 million 
datasets
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One of the primary functions of data repositories is data curation - and this covers a huge range of activities. The point I want to make about curation is that it can be distributed across organizations, across time. For example, the WDS Member the World Data Center for Climate in Germany provides central support for the German and European climate research community. They provide a robust data repository that has done a tremendous amount of curation work and currently has over 1.5 million datasets that have been contributed by researchers. These data holdings can be searched and accessed through the repository.
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In addition, the WDC also makes a subset of their curated metadata available for harvesting - and you can see here that at the OpenAire repository (a WDS partner member) about 4,500 WDC metadata records can be searched. In this case, OpenAire has engaged in additional curation efforts, specifically enhancing the WDS metadata using persistent identifiers to link the data at the WDC to related peer reviewed publications and software.  My point here is that curation is not a one and done activity, after the initial quality assurance and preparation for data deposit, there is a lot of harmonization in terms of data models and metadata schemas, de-duplication amongst harvesters, identification and value added services to connect research artefacts to other resources and ensuring that data providers get crediting for the reuse of their contributions. In practice, one of the things you will see quite often is that curation happens in tiers: the initial data deposit followed by data aggregators. Each institution that creates a tri council data policy will have to decide which of these value added services are important to them, and how and by whom will they be fulfilled in order to satisfy the curation mandate. 



NASA EOSDIS Archive Preservation
Goal: low 
latency and 
high 
bandwidth
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Source: https://earthdata.nasa.gov/about/cloud-evolutionData archive: The system must preserve and protect NASA EO dataDesire: low latency high bandwidth data centers -- Engagement with commercial entities Moving on to Data preservation -there are a lot of valid discussion around what constitutes data storage, archiving - I don’t want to delve into it too much but I do want to talk about data storage and accessData Preservation is difficult for a lot of reasons,  in no small part because of the increasing volumes of data that has already been and continues to be created - it forces both data managers and system architects to create systems that keep increasing amounts of data both securely stored and available. The goal is to create data centers that are both low latency  and high bandwidth. As an example we can look at NASA's Earth Observing System Data and Information System (EOSDIS) is designed as a distributed archive, with major facilities at NASA's Distributed Active Archive Centers (DAACs) located throughout the United States. The NASA EODIS Project as a whole is WDS network member, and a number of the individual NASA DAACs are WDS members, including the National Snow and Ice Data Center, the Alaska Satellite Facility and the The Oak Ridge National Laboratory Distributed Active Archive Center (ORNL DAAC) for biogeochemical dynamics. NASA has a big data problem that they have been working on for years - in 2017 NASA estimated that the EODIS archive would be over 55 petabytes in 2021 and would nearly double to 103 petabytes in 2022. To manage this they have decided to use a mixture of a commercial cloud environment along with their own data centers. Specifically they’ve signed agreements both with AWS and with GOOGLE for data storage - generally speaking the AWS is more of a general purpose storage system and the GOOGLE contract is more about looking for ways to ease analysis of the data. NASA began prioritizing and migrating DAAC data in 2019 and the process is ongoing.Before I talk a bit more about the architecture of this solution, I do want to comment on the implications of this from an administrators POV. Difficult to budget;  Since the cloud is pay-as-you-go, for instance, the ESDIS team had to build new tools to ensure that the system can not violate the Antideficiency Act, a law that prohibits the government from spending money that has not been appropriated. Marriage of technical legal/policy frameworks
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Outside of admin considerations, looking now at the technical solutions, I can say that NASA is employing multiple strategies to address the storage question. They are pursuing agoal of a low latency/high availability by physically storing data close to the compute resources they believe researchers will use (a so-called  fog or edge computing architecture). Fog or edge computing is generally presented as a tiered solution, with relatively few, very large data centers at the top, an increasing number of nodes in the mid tier which tend to be replicates of the larger assets, connected to a huge number of devices - the lower on the pyramid you are generally the lower your storage limits. You can think about the cloud as a centralized resource for users to connect to computing and storage data resources, and the edge as a selected replicated set of those resources that are located close to the researcher and other resources, improving the speed and reducing the latency associated with moving data around. The trick here is of course, understanding what computing and what curation should be done locally on the device, what resources should be replicated in the edge and what ultimately needs to be sent to the cloud.
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This strategy requires managers to come up with ways to divide or classify data assets into data that needs to be “on tap” and potentially cached in a higher number of nodes vs data that can be put in cold storage, but ultimately is still accessible.Right now, some of the NASA centers are approaching this by making all new data hot by default (highly replicated and readily available), and then tracking the number of times a dataset is accessed or found via search. The less a dataset is access, then it gets ranked lower and is automatically (part of an automated curation process) moved further back on the storage continuum. 
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“Search” metrics aren’t a foolproof way of determining whether or not a dataset should be afforded a hotter status or be more readily accessible. Following closely: In the life sciences community there is an initiative that has been trialed in Europe and is currently getting underway globally and that’s the Global Biodata Coalition. This project was created to support funders by having the research community identify what data assets globally are most important - the community agreed upon important datasets could be used in a rubric of priority data that is given a higher access location or infrastructure. To be clear I don’t know if that is part of their plan - right now they are trying to identify those resources and creating an evaluation key to identify resources that are most important to their community.I would also posit one other strategy that I haven’t seen employed (although it may, I just haven’t seen it) and that would be to create a higher number of samples of datasets and add them to hot storage - the samples could be used for preliminary analysis, model development and testing, with the full dataset available from cold storage when the researcher is ready for a full run - this adds another distributed curation process and is really particularly relevant in workflows where data and compute are tightly coupled. 
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I want to shift now to talk about the part of the tri council that requires code to be deposited alongside data and metadata.Traditionally data repository have only trafficked in data; and code repositories have been developed to deal with code - keeping these assets separate could make sense as long as their relationship (if any) can be maintained - we saw this with the OpenAire repo above that maintains a dba of the relationship between data and software objects. In this light the continued development of functionality inside software repositories makes sense, for example Github working on simultaneous editing capabilities (ala google docs). One of the questions then becomes what code repository do you want to use, especially one that supports open science. GitHub has experienced a little bit of backlash from the open science community when it was bought by Microsoft for $7.5 Billion in 2018; AWS and google both have ‘git’ repos; but if you are looking there still are truly open source repos, specifically the open source gitlab is the easiest port from github. Other options: Bitbucket, Sourceforge
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The other strategy to approach this is to package up data and code and publish them as a together - we see this in increased interest in computational notebooks. AGU really pushed the envelope on notebooks as a first class research artifact - Notebooks like jupyter notebooks or rMarkdown documents have a lot of traction now because they can package code, outputs (figures and tables), and text into a single file. These packages can either include data if the data strings are small enough, or notebooks can point to data repositories and have embeded tools to help access that data. The tools can support fetching data from repositories and processing locally, or tools can be used to containerize the code and send the code to data to process the data where it lives.There is a lot of interesting development in notebook functionality; for example you can export RMarkdown files as HTMl and create a website with a navigation bar between pages, you can then store and distribute AND VERSION those html files on GitHub, you can integrate a blog, generate slide decks, publish as ebooks, reimagine teaching and blend lectures and hands-on coding by creating interactive tutorials with a friendly website interface. deposited carrying a persistent DOI in a trustworthy repository are summarized in section 4.4, but it would also be important to identify the data with an appropriate title and abstract to underline its status as a first-order output of scientific inquiry that is equivalent to that of a text publication. Some datasets are perennially updated, a process that could be recognized and cited as a cumulative contribution to science. Although the binary publications described here are generally the most important outputs of research, section 7.2 describes how other elements of the ‘research cycle’ are increasingly accessible and potentially publishable. Creative ways of developing the data-publication space are illustrated in the development of ‘nanopublications’ (http://nanopub.org/guidelines/working_draft/). A nanopublication is the smallest unit of publishable information. It can be about anything, for example a relation between a gene and a disease or an opinion. It can be readily contained in a FAIR data (see section 4.4) and machine interpretable framework and can be disseminated as data, as an independent publication with or without an accompanying research article. Because they can be attributed and cited, nanopublications provide incentives for researchers to make their data available in standard formats that improve data accessibility and interoperabilityThere are situations in which open access to data is difficult or even inappropriate: particularly where access would prejudice privacy, safety, security
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https://council.science/wp-content/uploads/2020/06/2020-02-19-Opening-the-record-of-science.pdfFor cases where the relevant data and related metadata cannot be accommodated within a text publication, a formal ‘binary-publication’ system is essential if openness and rigour are to be sustained (Box 6). One part of binary publication would be a paper, monograph or book that uses the data. Its twin would be concurrent publication of the data in a trusted data repository, in the publisher’s data repository or in a specialist data journal that manages data deposition, and where data related to a text can be accessed via a reference in the paperThe ideal of course is that the text and the data should be mutually digitally available and interoperable. It is a process that has long been technically possible, but one that has not been widely developed. The Nature journal Scientific Data requires that authors deposit their data in a recommended data repository as part of the manuscript submission process. Manuscripts will not otherwise be sent for review. The datasets must be made available to editors and referees at the time of submission, and must be shared with the scientific community as a condition of publication. The publisher does not host data, but asks authors to submit datasets to an appropriate, publicly accessible data repositoryPart of the intent of the tri council policy is to ask institutions to create the habit and the means for making scientific data openly and routinely available and interoperable,The demands of open-data deposition can be stringent (see section 4.4), but could be incentivized if data were formally published, citable and widely regarded as equivalent in standing to a conventional text paper. The processes associated with data deposited carrying a persistent DOI in a trustworthy repository are summarized in section 4.4, but it would also be important to identify the data with an appropriate title and abstract to underline its status as a first-order output of scientific inquiry that is equivalent to that of a text publication. Some datasets are perennially updated, a process that could be recognized and cited as a cumulative contribution to science. Although the binary publications described here are generally the most important outputs of research, section 7.2 describes how other elements of the ‘research cycle’ are increasingly accessible and potentially publishable. Creative ways of developing the data-publication space are illustrated in the development of ‘nanopublications’ (http://nanopub.org/guidelines/working_draft/). A nanopublication is the smallest unit of publishable information. It can be about anything, for example a relation between a gene and a disease or an opinion. It can be readily contained in a FAIR data (see section 4.4) and machine interpretable framework and can be disseminated as data, as an independent publication with or without an accompanying research article. Because they can be attributed and cited, nanopublications provide incentives for researchers to make their data available in standard formats that improve data accessibility and interoperabilityThere are situations in which open access to data is difficult or even inappropriate: particularly where access would prejudice privacy, safety, security



Thank you!
Karen Payne
ito-director@oceannetworks.ca
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Domain repositories are best placed to understand their researcher community needsWe are encouraging the adoption of solutions across domains to support interoperability
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