NDRIO 2020 White Paper: Large-Parallel Supercomputer Simulations - December 14, 2020

Large-Parallel Supercomputer Simulations — Frontiers in Canadian Research

R. Ferndnded| (UAlberta), F. Herwig (UVic), A. Babul (UVic), W. East (Perimeter), C. Groth (UToronto), N. Ivanova
(UAlberta), P. Kushner (UToronto), L. Lehner (Perimeter), C. Matzner (UToronto), P. Myers (UAlberta), J. Navarro
(UVic), P. Navrétil (TRIUMF), D. Peltier (UToronto), H. Rein (UToronto), D. Siegel (Perimeter / UGuelph),
R. Thacker (SMU), J. Wadsley (McMaster)

Executive summary: Supercomputers like Niagara or its much more potent international siblings are
an indispensable tool to understand complex, multi-scale, and multi-physics real-world problems. Modern
supercomputers allow predictive, first-principles simulations of reality by computing the relevant funda-
mental laws of nature. The authors of this white paper lead research programs involving such simulations
in aerospace, astrophysics, atmospheric/ocean/climate physics, and nuclear physics. A similar methodol-
ogy is also applied in areas such as material science and engineering. These large-scale simulations are
now often the only way to create theory-based predictions that can be compared with modern, detailed
observations, and are therefore an essential component of knowledge creation in these research areas.

In order to perform these simulations the first important prerequisite is a dedicated large, national
supercomputer consisting of the order of ten thousand homogeneous nodes, tightly integrated
with fast interconnect, and maintained and operated to support large-parallel computations,
each involving tens to hundreds of thousands of processor coresE] Second, a human resources
funding infrastructure to build and continuously advance — in close collaboration and union with
the scientists — the software code instruments that enable these simulations. Third, such sim-
ulations create very big and valuable data sets for which a dedicated cyberinfrastructure is required to
enable efficient, collaborative data analysis and exploration. While large-scale simulations share the latter
requirement, for example, with physical experiments and data-driven approaches, the first two — dedicated
large-parallel supercomputers and support for the creation of sophisticated software instruments — are
specific and of particular importance to this approach to scientific innovation.

With the Niagara supercomputer, the Canadian scientific community has had for the first time access to an
internationally competitive simulation facility, enabling numerous new lines of research in multiple fields.
It has been possible, for example, to carry out high-resolution simulations of global ocean dynamics with
up to 48 000 cores, which are able to resolve bottom ocean topology and the creation of waves and nutrient
mixing. It is of utmost importance to build on this success and not to lose ground with respect to our
competitors in this key emerging methodology of scientific discovery. We recommend an ambitious
renewal and expansion path for the large-parallel simulation capability in the Canadian DRI
ecosystem, to build on existing progress, and to expand the associated specialised human
resources required for scientific discovery.

1. Canada’s supercomputing science at the international research frontier

The Niagara supercomputer allows distributed memory calculations of up to 80 640 cores, with an estimated
peak performance of 4 peta ﬂopsE] to tackle demanding problems in science and engineering. Due to its
unique design (e.g., fast interconnect) and its size, it is the only Canadian supercomputer that handles
jobs larger than 1024 simultaneous cores in the regular scheduling mode. Computations are supported
by 12Pb of spinning disc storage (project and scratch), a burst buffer with 256 Tb of NVMe-based fast
storage, and an associated tape storage facility (HPSS) with current capacity of more than 30 Pb.

With this type of computing facility, we can address the challenges that are common among our disciplines,
such as a large dynamic range in spatial or temporal scales, where processes operating at one scale modify
the behavior of a system on a very different scale, and where a high spatial or temporal resolution — and
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ZFor this type of high-performance computing, accelerator-based architectures relying heavily on GPUs are presently not
serving the needs of this community, see Section 2 and 3 for more details.

3https://www.scinethpc.ca/niagara/
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